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Welfare Maximization in Multidimensional Settings

Multidimensional or multi-parameter environments are ones where we need to elicit more than one
piece of information per bidder. The most common settings include m heterogenous (different)
items and

e n unit-demand buyers; buyer ¢ has value v;; for item j but only wants at most 1 item. (You
only want to buy 1 house!)

n additive buyers: buyer i’s value for set S is ) jes Vij-

n subadditive buyers for some subadditive functions

e n buyers who are k-demand: buyer i’s value for a set of items S is max| g/ s/cg jes Vij-

n matroid-demand buyers for some matroid
e ...

With m heterogenous items, it’s possible that our buyers could have different valuations for every
single one of the 2" bundles of items—that is why this general setting is referred to as combinatorial
auctions.

Then how can we maximize welfare in this setting? How can we do so tractably? How can we
even elicit preferences in a tractable way?

Theorem 1 (The Vickrey-Clarke-Groves (VCG) Mechanism). In every general mechanism design
environment, there is a DSIC welfare-maximizing mechanism.

Given bids by, ..., b, where each bid is indexed by the possible outcomes €2, we define the welfare-
maximizing allocation rule x by

x(b) = argmax ¢ Z bi(w).
i=1

Now that things are multidimensional, there’s no more Myerson’s Lemma! In multiple dimensions,

what is monotonicity? What would the critical bid be?

Instead, we have bidders pay their externality—the loss of welfare caused due to ¢’s participation:

pi(b) = max > b (W)= > bj(w")
i J#i

v~

without ¢ with 4

where w* = x(b) is the outcome chosen when i does participate.



Claim 1. The VCG mechanism is DSIC.

Proof. We show that the mechanism with (z,p) is DSIC: that setting b; = v; maximizes utility
vi(x(b)) — pi(b). Fix i and b_;.
When the chosen outcome x(b) is w*, ¢’s utility is

) = i) = o) + )] - | max i)
i#i R
The second term is independent of i’s bid. The first term is equal to social welfare, which x is

chosen to maximize for the input bids. Thus the mechanism is aligned with 4’s incentives, and #’s
utility is maximized when ¢ reports their true valuations. O

What does the VCG mechanism look like for:

e bidders with additive valuations? v;(S) = 3 ;cgvij. The VCG mechanism here is just m
(number of items) separate second-price auctions.

e unit-demand bidders? v;(S) = maxjesv;j. The VCG mechanism here, for its allocation,
chooses the maximum weight matching. The payment for ¢ is then [the weight of the maximum
weight matching without bidder i on the left] - [the weight of the maximum weight matching
without the weight of the edge from bidder i to their matching item)].

Exercise (optional): Prove that the payment p;(b) is always non-negative (and so the mechanism
is IR).

Proof. The outcome in the first term of the payment is chosen to maximize it, whereas the second
term is the same but not with the optimal outcome for the term, hence the first term is larger. [

Interdependent Values I

Thus far, we have been discussing private independent values. That is, each bidder i has private
information v; regarding their value for item 1.

However, in many settings, there valuations may be correlated between buyers, depend on one
another’s information, or even be common.

The Interdependent Values Model [2]. Each bidder has a private signal s; that is a piece
of information about the item, so in total the information about the item is sq,..., s,, but is dis-
tributed amongst the different buyers. Each buyer has a public valuation function vi(s1,--- ,sp)
that dictates how the buyer aggregates the information into a value for the item.

Assumptions on v;(-):
e v;(-) monotone in s; for all ¢, j.

e v;(+) is non-negative for all s.



Example: Common Values [6]: The average of estimates vi(s1,...,sn) = =Y., s; Vi, or the
wallet game v;(s1,...,8,) = >, 5; Vi.

Optimal Social Welfare

Mechanisms. How can we maximize social welfare in this setting, optimally? What does a
mechanism even look like?

e Report: A bid of a signal b; for each bidder 4, truthful when b; = s;.
e Calculate: v;(b) for each bidder i
e Allocate to: [This is the decision of the mechanism.]

Incentive Compatibility. What conditions are necessary for maximizing social welfare optimally
to be incentive-compatible? What definition of incentive-compatible are we going for?

Give an example showing why we can’t expect our mechanisms to be DSIC.

So the next best we can hope for is EPIC. In this context that means:

Definition 1. Truth-telling is said to be ex-post Nash if, for every bidder i, for every possible
realization of the other bidders’ signals s_;, and given that other bidders report their signals
truthfully, then it is in bidder i’ best interest to report her true signal.

What is the analogue of Myerson’s Lemma in the interdependent setting?
Lemma 1 (Myerson Analogue [5]). For every interdependent values setting,

(a) An allocation rule x is implementable as EPIC and ex post IR if and only if for every i,s_;,
the allocation rule x; is monotone non-decreasing in the signal s;.

(b) If x is monotone, then there is a unique payment rule such that the sealed-bid mechanism
(x,p) is EPIC and ez-post IR.

(¢) The payment rule in is given by:

Vi (84,8 —4)
pls) =mloule) ~ [ |5 s
’UZ‘(O,S,Z')
— [24(0,5-4)vi(0,53) — pi(0,54)];
pi(0,5_;) < 24(0,5_;)v;(0,5_).

Derivation. Fix a bidder i with public valuation function v;(-). Let s; be the ¢t" possible
realization of s; in the discrete support of ¢’s signals. Fix the signals of the other bidders s_;, and we
discuss the possible values of bidder 7 in the context of the support of the values {s;o = 0, s;1, ..., Sik}
for some high k.

For notational brevity, in the following derivation, we drop the s_; in the input, writing just
vi(8;), x;i(s;), and p;(s;) instead of v;(s;,8-;), xi(s;,s—;), and p;(s;,s—;). Then using the fact that
we seek an EPIC mechanism, we deduce the following.



The bidder with signal s;p prefers truthful reporting to reporting s;p_1:
vi(8i0)wi(sie) — pi(sie) > vi(sie)wi(sie—1) — pi(Sie—1)
The bidder with signal s;p_1 prefers truthful reporting to reporting s;,:
vi(8i0-1)7i(8ie—1) — pi(Sie—1) = vi(sie—1)7i(si0) — pi(Sie)

Thus, this gives that:

pi(sie) — pi(Sie—1)
vi(sie—1) [Ti(sie) — wi(s40-1)] -

vi(si0) [2i(si0) — 2i(S50-1)]

AVANIY]

Under the assumption that s;g = 0, this gives

a*&pz‘(si,s—i) > Uz‘(Sz‘,S—z‘)afsiﬁUi(Si,S—i)

and hence

si 9
Di(SisS5—i) /0 @pi(Z,S—z‘)dZ-i-pi(O,S—i)

= / Zvi(Z,S—i)iiUi(Z,S—i)dZ +pi(0,5-)
0 Os;

= z;(s)vi(s) — 2;(0,s_;)v;(0,8_;) — / l xi(z, s,i)%vi(z, s_;)dz + pi(0,8_;)
0

= :EZ'(S)’U@'(S) — /OSi mi(z, s,i)%vi(z, Sfi) dZ — [a:i((), Sfi)’Ul'(O, Sfi) — Ds (O, Sfi)]

vi(sq,5—4)
= z;(s)vi(s) — / a:i(vl-_l(t | s_i),s_i)dt — [z;(0,8_;)v;(0,5_;) — p;i(0,s_;)] .
v;(0,5_4)

And we need to also ensure ex-post individual rationality for the type with signal O:
pi(0,5_;) < 24(0,5_;)v;(0,5_).

This is typically guaranteed by setting p(0) = 0 in the independent private value setting, but s; = 0
doesn’t mean that v;(0,s_;) = 0. Guaranteeing it for the type with signal 0 ensures it for the rest
of the types by the payment identity (which ensures EPIC among types).
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